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External Control of 20th
Century Temperature by

Natural and Anthropogenic
Forcings

Peter A. Stott,1* S. F. B. Tett,1 G. S. Jones,1 M. R. Allen,2

J. F. B. Mitchell,1 G. J. Jenkins1

A comparison of observations with simulations of a coupled ocean-atmosphere
general circulation model shows that both natural and anthropogenic factors
have contributed significantly to 20th century temperature changes. The model
successfully simulates global mean and large-scale land temperature variations,
indicating that the climate response on these scales is strongly influenced by
external factors. More than 80% of observed multidecadal-scale global mean
temperature variations and more than 60% of 10- to 50-year land temperature
variations are due to changes in external forcings. Anthropogenic global warm-
ing under a standard emissions scenario is predicted to continue at a rate similar
to that observed in recent decades.

Over the last three decades, global mean tem-
perature near Earth’s surface has been increas-
ing at a rate of 0.2 K/decade. This rise is
unusually rapid compared to model estimates of
natural internal variability (1–3). It is also un-
usual in the context of reconstructions of the
past 1000 years from paleodata (4, 5). Simpli-
fied energy balance models of the climate sys-
tem have been used to simulate global mean
climate (6, 7), but they are not able to represent
spatial patterns of temperature change, and their
sensitivity must be tuned to fit the observations.
Three-dimensional climate models are capable
of producing good agreement with the observed
warming of the last three decades if they in-
clude both greenhouse gases and the cooling
effects of sulfate aerosols (1, 8–10).

A rise in near-surface temperatures as rap-
id as that during the last 30 years occurred
over several decades during the first half of
the 20th century, followed by a period of
more than three decades when temperatures
showed no long-term increase. The net radi-
ative forcing of the atmosphere from the
combined effects of greenhouse gases and
sulfate aerosols is estimated to have increased
more rapidly after 1960 than before (8). Con-
sequently, climate models that include these
two forcing factors alone have not generally
been as successful at simulating climate
change during the early part of the century.
During this period, there were few explosive
volcanic eruptions (11) and total solar irradi-
ance was generally increasing from one solar
cycle to the next (12), suggesting a possible
natural origin of this warming trend. Various
“detection and attribution” studies suggested
that natural forcings may have contributed
significantly to this early-century warming
(3, 9, 10, 13), but the warming has also been
attributed to an unusually large instance of
internal variability (2, 14).

Here, we made an ensemble of simulations
using a coupled ocean-atmosphere general cir-
culation model that includes both the most im-
portant anthropogenic forcings and the most
important natural forcings (15) during the 20th
century. The model we use is HadCM3 (16,
17), a dynamical climate model which does not
use flux adjustment (18). Our ensemble consists
of four simulations that are identical except for
their initial conditions. The initial conditions
used were taken from states separated by 100
years in a 1300-year control run of HadCM3 in
which external forcings have no year-to-year
variations. The simulations in this ensemble
incorporate changes in individual well-mixed
greenhouse gases including carbon dioxide and
methane (19), changes in tropospheric and
stratospheric ozone, and changes in sulfur emis-
sions. The direct effect of sulfate aerosols on
planetary albedo is simulated using a fully in-
teractive sulfur cycle scheme that models the
emission, transport, oxidation, and removal of
sulfur species. The indirect effect of tropospher-
ic aerosol on cloud reflectivity (20) is also
represented in the model. The simulations in-
clude natural forcings due to changes in the
amount of stratospheric aerosols following ex-
plosive volcanic eruptions (21), and spectrally-
resolved changes in solar irradiance (22). This
ensemble is compared with two others; one of
four simulations including the same anthropo-
genic forcings only and another of four simu-
lations including the same natural forcings only.
The three ensembles are named ALL, AN-
THRO, and NATURAL, respectively.

The ALL ensemble captures the main fea-
tures of global mean temperature changes
observed since 1860 (Fig. 1, bottom). The
approximately 0.2 K/decade rate of warming
that is observed over the last three decades is
reproduced by the model, and simulations
and observations both show a similar rate of
warming between 1910 and 1939. None of
the NATURAL simulations shows a general
warming over the last 30 years (Fig. 1, top),
a period containing three major volcanic
eruptions: Agung in 1963, El Chichón in
1982, and Mt. Pinatubo in 1991. In contrast,
all four members of ANTHRO show warm-
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ing over the last three decades at a rate con-
sistent with that observed (Fig. 1, middle).
However, these latter simulations are consis-
tently too cool during the 1940s and 1950s,
unlike the simulations that include natural
forcings (Fig. 1, top and bottom).

One of the ALL simulations has been ex-
tended to the year 2100, using estimates of
future greenhouse gas and tropospheric ozone
concentrations and sulfur emissions based on
the B2 scenario of the Intergovernmental Panel
on Climate Change (IPCC) Special Report on

Emissions Scenarios [SRES (23)]. This scenar-
io is one of the marker scenarios that the IPCC
has developed to provide more self-consistent
and up-to-date scenarios for climate prediction
than hitherto possible. Its assumptions about
future demographic changes, economic devel-
opment, and technological change result in
more modest increases in greenhouse gases
than the alternative A2 marker scenario (24).
Stratospheric ozone is assumed to recover as
atmospheric chlorine loading diminishes (25).
Only the anthropogenic contribution to future
climate change is forecast, since solar and vol-
canic forcings are assumed to remain at 1999
levels. The rate of change of global mean tem-
perature predicted over the 21st century is sim-
ilar to that already encountered (both in obser-
vations and in model simulations) since 1970,
reaching 3 K by 2100 relative to 1880–1920
(Fig. 1).

When we include both anthropogenic and
natural forcings, our model successfully sim-
ulates not just the observed global mean re-
sponse, but also some of the large-scale fea-
tures of the observed temperature response.
Recent warming (26) has been greater over
land (0.24 K/decade) than ocean (0.16 K/
decade) (Fig. 2), and this is also seen in the
model [ensemble mean trends of 0.25 6 0.11
and 0.13 6 0.06 K/decade over land and sea,
respectively, with uncertainties calculated
from the HadCM3 control run (27)]. The
model captures much of the decadally
smoothed evolution of land temperatures
(Fig. 2A), including temperature fluctuations
early in the century, but appears to underes-
timate the observed rate of increase of sea
temperatures seen between 1910 and 1939
(Fig. 2B). Before 1940, data are sparse in the
Pacific Ocean and in the Southern Hemi-
sphere, but splitting Northern Hemisphere
temperatures into land and sea components
shows that the model underestimates the ear-
ly-century increase in Northern Hemisphere
Atlantic temperatures.

The roughly three-way split in the evolu-
tion of near-surface temperatures is captured
by considering three 30-year trends starting
in 1910, 1940, and 1970 (Fig. 3). In the first
and last of these periods, global mean ob-
served temperatures were increasing whereas
in the second period, observed temperatures
were gradually declining, and the simulations
capture this approximately three-way divi-
sion in the 20th-century history of Earth’s
near-surface temperatures. Global mean
trends in ALL are consistent with observed
trends in all three periods at the P 5 0.1
(two-tailed) confidence level, i.e., differences
between modeled and observed trends are
within the 5 to 95% range expected from the
control variability. For the 30-year trends
from 1910 to 1939, the difference between
the observed trend of 0.41 K per 30 years and
the ensemble mean model trend is 0.28 K;

Fig. 1. Annual-mean global mean near-surface (1.5 m) temperature anomalies (relative to 1881–
1920) for the NATURAL, ANTHRO, and ALL ensembles. Ensemble members are shown as colored
lines, and observations [updated versions of surface temperature data set of Parker et al. (39)] are
shown as a black line. All model data up to November 1999 are masked by the observational
missing data mask and expressed, like the observations, as anomalies relative to 1961–1990. Future
model data are masked by observational mask for year December 1998 to November 1999. Global
means are then calculated and expressed as anomalies relative to 1881–1920.

Fig. 2. Running decadal-mean global mean surface (1.5 m) temperature anomalies for (A) land, (B)
ocean (sea), (C) Northern Hemisphere (NH) land, (D) Northern Hemisphere ocean (sea). Data are
expressed as anomalies relative to the period 1961–1990 and masked as in Fig. 1. Solid black line,
observations; dashed line, ALL ensemble mean. The gray shading shows the 5 and 95 percentiles of
the expected uncertainty distribution of possible deviations from the model ensemble mean
calculated from a long control simulation of HadCM3.
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differences as large or larger than this occur
;17% of the time in the control integration.
In contrast, the ANTHRO trend over this
period is 0.06 K per 30 years, a discrepancy
that occurs by chance ,1% of the time in the
control. Likewise, the NATURAL trend over
the 1970–1999 period is 0.03 K, compared to
the observed trend of 0.57 K over 30 years, a
discrepancy larger than any observed in the
control. Thus, ALL is a significantly better fit
to the observations over the 20th century than
either ANTHRO or NATURAL alone.

Consideration of the spatial distributions
of the three 30-year trends shows that the
early-century warming was largest in the At-
lantic and North America, whereas recent
warming has been more widespread (Fig. 3).
Although the model captures the broad fea-
tures of the spatial patterns of temperature
change, there are significant differences in
the early-century trends that cannot be ex-
plained by internal variability in a large re-
gion of the tropical Atlantic [as measured by
a local t test (28) at the P 5 0.10 level], a

result consistent with other model simula-
tions (14) and which may be related to cli-
mate models’ coarse equatorial resolution of
ocean dynamics (29).

Correlations between the mean of the
ALL ensemble and the observed temperature
time series over a range of time scales pro-
vide an indication of the role of external
forcings in climate predictability. On subdec-
adal time scales, the global mean correlation
is less than 0.11, indicating that the response
to external forcing is dominated by internal
variability. On 10- to 50-year time scales, the
global mean (land) correlation is 0.63 (0.83),
rising to 0.93 (0.89) if greater than 50-year
variability is also included (30). External
forcings are also important at continental
scales, with correlations for North American
land temperatures (170°W–50°W, 10°N–
70°N) of 0.57 on 10- to 50-year time scales
and 0.82 including all time scales greater than
10 years, and lower correlations for north-
west European land temperatures (10°W–
50°E, 30°N–70°N) of 0.47 on 10- to 50-year

time scales and 0.58 for greater than 10-year
time scales. Both anthropogenic and natural
factors contribute to the skill of the model
(Fig. 1).

An upper bound on the potential skill of
the model can be estimated by calculating the
percentage of total variance explained by the
model’s response to external forcings (31).
For global mean (land) temperatures this is
61% (63%) for 10- to 50-year time scales,
rising to 89% (87%) if greater than 50-year
variability is included, corresponding to cor-
relations of 0.78 (0.79) and 0.94 (0.93), re-
spectively. Consequently, large-scale temper-
ature changes, particularly over land, may be
predictable on multidecadal time scales if we
know the boundary conditions provided by
external forcings of the climate system, in
contrast to predictability associated with ac-
curate knowledge of atmospheric and oceanic
initial conditions, which is unlikely to be
useful on global scales beyond 2 years (32,
33). Given the uncertainties in historical forc-
ing, climate sensitivity, and the rate of heat

Fig. 3. Linear trends (K/30 years) of near-surface temperature for three
30-year periods spanning 1910 to 1999 from the observations, the ALL
ensemble mean, and model-observational differences significant at the P 5
0.10 level according to a two-sided t test. Gray shading denotes regions

where the observed and model trends are consistent. Global mean 30-year
trends are shown beneath appropriate map with their uncertainties in
brackets. Thus, 5 and 95 percentiles are calculated from subtracting and
adding the quantities in brackets to the global mean trends.
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uptake by the ocean, the good agreement
between model simulation and observations
could be due in part to a cancellation of
errors—for example, too high a climate sen-
sitivity combined with too low an historical
forcing. Hence, our result does not remove
the need to reduce uncertainty in these fac-
tors, particularly as these might not cancel in
the future.

Finally, we apply a comprehensive test for
consistency on multiple space- and time-
scales by comparing observed and modeled
near-surface temperatures for the period
1900–1999 over all spatial scales greater than
5000 km and 10- to 100-year time scales
(34). We find that the observations are con-
sistent with the ALL ensemble over all spatio-
temporal modes of variability sampled by the
control [the probabilities, or P values, that
remaining model-data differences are due
solely to internal variability (35) range from
0.19 when only global mean values are in-
cluded in the analysis to 0.10 when the max-
imum 40 spatiotemporal modes, estimated to
be adequately sampled by the control, are
included (10)]. The NATURAL ensemble
can be conclusively rejected on this measure
alone [P values less than 3 3 1024, although
0.03 is the lowest value that can be robustly
estimated given the available length of data
(35)], and the ANTHRO ensemble appears
consistently less likely than the ALL ensem-
ble as an account of observed near-surface
temperature changes (P values of 0.01 for
global mean values and 0.06 if all 40 spatio-
temporal modes are included). Our analysis
indicates that only the ALL ensemble is con-
sistent with the observations at the P 5 0.05
confidence level over a wide range of spatial
and temporal scales. In addition, a detection
and attribution analysis shows that the null-
hypothesis of zero amplitude of both natural
and anthropogenic signals can be rejected in a
two-way regression (10). We conclude there-
fore, that both anthropogenic and natural fac-
tors are required to account for 20th century
near-surface temperature change.

The HadCM3 ALL ensemble successfully
simulates large-scale temperature changes over
the 20th century. However, the model does not
capture observed changes in the Atlantic in the
early part of the century, nor does it simulate
the rise in the North Atlantic Oscillation index
observed over the last three decades (36). It
may be that the model does not sufficiently
resolve the stratosphere (37) or that there are
deficiencies in generating or responding to sea
surface temperature variations (38). Observa-
tional errors are thought to be relatively small
(39). If internal variability is underestimated in
our model, our consistency tests would then be
too stringent and our P values would be under-
estimated; consistency between observations
and model at a certain significance level would
then be easier to achieve.

There are considerable uncertainties in some
of the forcings used in this analysis. The model
simulates roughly half the present-day concen-
trations of sulfate aerosol observed over Europe
(40), and will therefore underestimate their di-
rect cooling effect. However, there may be
some compensation from omitting the warming
effect of black carbon aerosols. The indirect
cooling effect may be overestimated, even with
too small a sulfate aerosol change, if the simu-
lated natural background aerosol concentrations
are also underestimated. In addition, we have
not included the indirect cooling effect of sul-
fate aerosols via cloud lifetime (41). Neverthe-
less, a regression analysis (10) indicates that the
amplitude of the model’s response pattern to the
combined forcing due to changes in tropospher-
ic ozone and the direct and indirect effects of
sulfate aerosols is approximately correct. If
there are compensating errors within the sulfate
forcing and response, the same cancellation is
likely to operate in the future, provided the
overall characteristics of sulfate emissions re-
main unchanged. Cancellation of errors be-
tween the sulfate and greenhouse responses is,
however, likely to be less effective under the
SRES B2 scenario, according to which sulfur
emissions are forecast to decrease over the
coming decades (42). The solar and volcanic
forcings we use are derived from reconstruc-
tions based on proxy data and are therefore also
subject to considerable uncertainties, although
recent explosive volcanic eruptions are likely to
have cooled climate, and independent records
of solar activity levels inferred from the cosmo-
genic isotope 10Be (43) and geomagnetic
records (44) provide support to reconstructions
(22, 45) that show generally increasing solar
activity during the 20th century (12).

Despite these uncertainties, the overall
large-scale pattern of observed near-surface
temperature change over the 20th century is
consistent with our understanding of the com-
bined impacts of natural and anthropogenic
forcings. Natural forcings were relatively more
important in the early-century warming and
anthropogenic forcings have played a dominant
role in warming observed in recent decades (10,
13). External forcings appear to be the main
contributors controlling near-surface decadal-
mean temperature changes on global and con-
tinental land scales. Our successful hindcast of
large-scale temperature changes over the 20th
century increases our confidence in predictions
of the anthropogenic contribution to future tem-
perature changes. A prediction for the SRES B2
scenario of future greenhouse gas emissions
shows that global mean temperatures continue
to increase at a rate similar to that observed over
the last three decades.
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Extended Life-Span Conferred
by Cotransporter Gene
Mutations in Drosophila

Blanka Rogina, Robert A. Reenan, Steven P. Nilsen,
Stephen L. Helfand*

Aging is genetically determined and environmentally modulated. In a study of
longevity in the adult fruit fly, Drosophila melanogaster, we found that five
independent P-element insertional mutations in a single gene resulted in a near
doubling of the average adult life-span without a decline in fertility or physical
activity. Sequence analysis revealed that the product of this gene, named Indy
(for I’m not dead yet), is most closely related to a mammalian sodium dicar-
boxylate cotransporter—a membrane protein that transports Krebs cycle in-
termediates. Indy was most abundantly expressed in the fat body, midgut, and
oenocytes: the principal sites of intermediary metabolism in the fly. Excision
of the P element resulted in a reversion to normal life-span. These mutations
may create a metabolic state that mimics caloric restriction, which has been
shown to extend life-span.

Single gene mutations can greatly enhance
our understanding of complex biological pro-
cesses such as aging. Mutations in Caeno-
rhabditis elegans and mice have highlighted
the importance of hormone signal transduc-
tion, mitochondrial function, food intake, and
the growth hormone–prolactin–thyroid-stim-
ulating hormone system in life-span exten-
sion (1–9). To date, only one mutation that
extends life-span in Drosophila has been re-
ported. A partial loss-of-function mutation in
the methuselah (mth) gene extends the aver-
age life-span of Drosophila by 35%, but nei-

ther the function of the methuselah gene
product nor its tissue localization is known
(10). In mammals, the only intervention that
extends life-span is caloric restriction, and it
has been postulated that the mechanism by
which some of the mutations in C. elegans
(for example, daf) extend life-span may be
through a similar alteration in energy use
(5–7).

In studies of Drosophila enhancer-trap
lines (11), we noticed that male and female
flies of two lines, 206 and 302, showed a
doubling of mean life-span (from ;37 to
;70 days) and a 50% increase in maximal
life-span. This occurred when only one
copy of the enhancer-trap chromosome was
present (in heterozygotes) (Fig. 1). Chromo-
somal in situ hybridization revealed that the P
element in both 206 and 302 was inserted at
the same cytological location (12). Genomic

DNA flanking the site of insertion in the two
enhancer-trap lines (206 and 302) was ob-
tained by plasmid rescue (13) and sequenced.
The insertion sites in the 206 and 302 enhanc-
er-trap lines were 5753 base pairs (bp) from
each other and were in the same gene, which
we have named Indy (for I’m not dead yet).

Sequence analysis identified three ex-
pressed sequence tags (ESTs) from the Dro-
sophila genome project (LD13803, LD16220,
and HL01773). Genomic and cDNA sequences
predicted a 572–amino acid protein with 34%
identity and 50% similarity to human and rat
renal sodium dicarboxylate cotransporters
(14–16) (Fig. 2). Mammalian dicarboxylate
cotransporters are membrane proteins respon-
sible for the uptake or reuptake of di- and
tricarboxylic acid Krebs cycle intermediates
such as succinate, citrate, and alpha-keto-
glutarate. They are found in a variety of
tissues, including brush border cells of the
small intestine, colon, and placenta; the baso-
lateral membrane of perivenous cells in the
liver; and epithelial cells of the renal proxi-
mal tubule and the brain (14–16).

Information on the chromosomal location
of Indy was used to identify additional muta-
tions in the Indy gene from other laboratories.
We examined several candidate lines with
P-element insertions in the same cytogenetic
region as Indy and found a third enhancer-
trap line with a P element inserted 734 bp
from the site of the 206 insertion (Fig. 2A).
As a heterozygote, this line, 159, showed the
same extension in life-span (Fig. 1). Two
further P-element insertions in Indy were ob-
tained through site-selected mutagenesis of
the Indy locus. In a polymerase chain reac-
tion–based screen of 10,000 mutagenized third
chromosomes, we identified two new insertions
into the Indy locus (12) (Fig. 2A). Flies het-
erozygous for either of these new alleles of Indy
also showed a large extension in life-span (12).

Department of Genetics and Developmental Biology,
School of Medicine, University of Connecticut Health
Center, 263 Farmington Avenue, Farmington CT
06030, USA.

*To whom correspondence should be addressed. E-
mail: shelfand@neuron.uchc.edu

R E P O R T S

www.sciencemag.org SCIENCE VOL 290 15 DECEMBER 2000 2137


